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Meaning before Truth

Paul M. Pietroski

According to Chomsky (1996: 52),

we cannot assume that statements (let alone sentences) have truth conditions. At
most, they have something more complex: ‘truth indications’, in some sense. The
issue is not ‘open texture’ or ‘family resemblance’ in the Wittgensteinian sense. Nor
does the conclusion lend any weight to the belief that semantics is ‘holistic’ in the
Quinean sense that semantic properties are assigned to the whole array of words, not
to each individually. Each of these familiar pictures of the nature of meaning seems
partially correct, but only partially. There is good evidence that words have intrinsic
properties of sound, form, and meaning; but also open texture, which allows their
meanings to be extended and sharpened in certain ways; and also holistic properties
that allow some mutual adjustment. The intrinsic properties suYce to establish
certain formal relations among expressions, interpreted as rhyme, entailment, and
in other ways by the performance systems . . .

If this is right, and I think it is, we must re-evaluate many widely accepted
assumptions about meaning, truth, and context-sensitivity.

1 Overview

Chomsky oVers a plausible though often ignored conception of linguistic
meaning and its relation to truth: the meaning of a natural language sentence
S is an internalistic property of S, determined by the human language faculty
and the relevant lexical items; the semantic properties of sentences, which
reXect how human beings understand natural language, are theoretically
tractable; but if an utterance of S is true or false, its truth or falsity is typically
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a massive interaction eVect due to the meaning of S and many factors not
indicated by elements of S.1 In my view, this conception is preferable to more
standard alternatives, which either (i) burden theories of meaning with
implausible predictions, or (ii) abandon good explanations.

Davidson (1967a, 1984) conjectured that there are Tarski-style theories of
truth for natural languages, and that such theories can serve as theories of
meaning. This proposal was very useful, but too bold. Sentences like (1–3)
illustrate diYculties, discussed in later sections.

(1) France is hexagonal, and it is a republic
(2) This government does little for the sake of the average American,

whose children will inherit the massive deWcit that is accumulating
(3) Hamlet lived with his parents in Denmark

For example, I don’t think ‘France’ has the semantic correlate it would need to
have, given a compositional theory of truth. But we shouldn’t conclude that
there are no theories of meaning for natural languages. We should conclude
that such theories are not theories of truth. Correlatively, the meanings of
declarative sentences do not specify truth-conditions, not even relative to
contexts. In epistemic mode: knowing what sentence S means—that is,
understanding S—is not a matter of somehow associating S with a function
from contexts to truth-conditions.

Rather, the meaning of S is a compositionally determined intrinsic prop-
erty of S that constrains and guides without determining how S can be used
to make true or false assertions in various conversational situations. A related
theme, often stressed by Chomsky, is that we should combine the idea
that sentences have intrinsic semantic properties with a cluster of claims
associated with Wittgenstein, Austin, and Strawson: making truth-evaluable
assertions is one of the things we can do with sentences, in contexts, though
uses of this kind are highly variable; while people refer to things, words
don’t; and sentence use may not be a theoretically tractable phenomenon.
So if we adopt the good idea that theories of meaning are theories of
understanding, we should not expect a tight connection between meaning
and truth.

1 See Pietroski (2003a) for discussion focusing mainly on Chomsky (1977, 2000). Let me
note that what I say there, and here, is partly a result of many conversations with Jim
McGilvray. For similar views with diVerent emphases, see Moravcsik (1977, 1998), Hornstein
(1984), McGilvray (1996, 1999), Hinzen (2002); see Stainton (forthcoming) for useful review
and discussion. Many linguists may adopt some such view in practice, and regard their claims
to the contrary as dispensible idealizations; but cf. Higginbotham (1989a, 1989b).
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This conXicts with some Quinean/Davidsonian claims about the
nature and source of semantic phenomena. But we should reject these
claims in any case. We may eventually earn the right to say that semantic
theories associate sentences with ‘truth indications’ in some interesting
sense. Until then, it may be best to just say that theories of meaning/
understanding for natural languages are like theories of truth for formal
languages in certain speciWable respects. For this may be all we need, in
order to explain what semantic theories actually explain—for example, facts
about entailment relations, ambiguity, and how natural language cannot be
understood.

In the next section, I lay out some spare assumptions about the enterprise
of semantics. This precludes certain conceptions of meaning, given some
observations due to Chomsky and others following him. These observations
bolster the arguments, discussed below, for a Chomsky-style conception.
Along the way, I brieXy consider some alternatives. While my aim is not to
establish that these alternatives are wrong, I do think they should be evaluated
on their own merits, without assuming tendentious views about how mean-
ing is related to truth.

2 Assumptions

Let’s say that a natural language is one that human children can acquire, in
the normal course of development, given a course of experience that is not
atypical for members of the relevant linguistic community. For these pur-
poses, I take as given that a theory of meaning for a natural language is a
theory of understanding, and thus a theory of certain human capacities; see
Chomsky (1965, 1986), Dummett (1975), Higginbotham (1985). Such a theory
can take the form of an algorithm that associates signals of the relevant
language (sounds, in the case of a spoken language) with interpretations,
leaving it open for now what interpretations are. But a theory of meaning for
a natural language L is not merely an algorithm of this sort. It also purports to
explain, at least in part, how a speaker of L associates signals of L with
interpretations.2

2 Dummett (1975, 1976) makes the important observation that a theory of understanding
might have the formal character of a Tarski-style truth-theory without being a theory of truth.
One can oVer such a theory without construing the labels for ‘‘truth values’’ in terms of classical
truth and falsity. But my point will not be that we should replace ‘is true’ with ‘is assertable’.
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So if certain phenomena—ambiguity, entailment, indexicality, or what-
ever—reXect the way that speakers associate linguistic signals with interpret-
ations, then these phenomena bear on theories of meaning. I do not deny
that the right level of abstraction, whatever that turns out to be, will let us
ignore many details about how particular speakers make such associations.
One can understand my idiolect of English without biochemically associating
signals with interpretations in the exactly the way I do. But one cannot
stipulate, in advance of inquiry, which facts are (not) relevant for theories
about how speakers of a language understand that language. Our job as
theorists is to describe and explain the relevant facts, whatever those turn
out to be.

2.1 Negative Facts are Relevant

Chomsky (1957, 1965, 1970, 1977, 1981, 1986) drew our attention the fact that
for any signal s of a natural language, there are endlessly many interpret-
ations that s cannot have, and that nonambiguity often calls for explanation.
Consider the contrast between (4) and (5),

(4) John is easy to please
(5) John is eager to please

which can be paraphrased with (4a) and (5a), but not with (4b) and (5b).

(4a) It is easy for us to please John
(4b) #It is easy for John to please us
(5a) John is eager that he please us
(5b) #John is eager for us to please him

Every adult speaker of English knows what (4) and (5) mean, and what they
don’t mean. So evidently, if any normal human child undergoes any ordinary
course of experience in any English-speaking community, that child will
acquire an idiolect according to which the sounds of (4) and (5) are associated
with the interpretations indicated with (4a) and (5a) but not the interpret-
ations indicated with (4b) and (5b). This is an interesting fact. For there is no
general prohibition against ambiguity in natural language.

Lexical ambiguity is ubiquitous. The sound of ‘bear’ can be associated with
more than one interpretation (and spelling). So if expressions are signal–
interpretation pairs, there are homophonous but distinct lexical expressions.
DiVerent expressions composed from the same (overt) lexical items can also
be homophonous, as illustrated with (6) and (7).
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(6) The goose is ready to eat
(7) The millionaire called the senator from Texas

The words in (6) can be combined to form a sentence meaning that the goose
is prepared to dine, or a sentence meaning that the goose is pret-a-manger;
compare ‘The goose is eager/easy to eat’. Similarly, (7) can be associated with
the interpretations indicated with (7a) and (7b).

(7a) The millionaire called the senator, and the senator is from Texas
(7b) The millionaire called the senator, and the call was from Texas

But again, there is a negative fact, since (7) cannot have the interpretation
indicated with (7c).

(7c) #The millionaire called the senator, and the millionaire is from Texas

So it seems that any ‘‘Englished’’ child—that is, any normal human child
who undergoes an ordinary course of experience in an English-speaking
community—will acquire an idiolect according to which: (7) has a reading
on which it implies (7a), and a reading on which it implies (7b), but no
reading on which it implies (7c). More generally, if s is a signal of a natural
language L in which s is associated with certain interpretations <m

1
. . . mn>

but not others, then (other things equal) an L-ed child will come to
associate signals with interpretations in a way that associates s with
<m

1
. . . mn> but not other interpretations; and this is so even for the

endlessly many signals that the child will never encounter, at least not prior
to meeting a linguist.

This bears on theories of meaning, since facts about how humans don’t
associate signals with interpretations may well reveal important aspects of
how humans understand language—especially if such facts raise theoretically
interesting questions about how children manage to converge (in so far as
they do converge) on agreement about signal–intepretation associations,
despite disparate and often relatively impoverished experience. And once it
is granted that the explananda for semantics need not be limited to facts
about what signals do mean, it quickly becomes clear that these ‘‘positive’’
facts reXect the tip of an iceberg; see Higginbotham (1985). Consider, as
another illustration, the much discussed facts concerning the (im)possibilities
for antecedence of pronouns in (8)–(10); see Chomsky (1981, 1986).

(8) Pat thinks that Chris likes him/himself
(9) Pat wants to meet Chris and like him/himself

(10) Pat wants Chris to meet and like him/himself
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In such cases, the unavailable interpretations do not correspond to inco-
herent or contradictory thoughts. And there are endlessly many word-strings
for which an unavailable interpretation would be a more reasonable guess
about what the speaker might have meant, compared with the mandatory
interpretation (which may be initially hard to discern). Consider ‘Pat wants
Chris to meet and like himself ’ or ‘Was the hiker who lost kept walking’.
Such examples also constitute data for ‘‘poverty of stimulus’’ arguments,
according to which humans impose arational constraints on the space of
possible interpretations for linguistic signals.3

Nonambiguity is intimately connected with entailment. If one sentence
follows from another, that is an interesting fact, because distinct sentences are
not typically related in this way. For example, we learn something about how
humans understand natural languages by trying—as Davidson (1967b, 1985)
did—to explain the facts illustrated with (11)–(13).

(11) Brutus stabbed Caesar
(12) Brutus stabbed Caesar with a knife
(13) Brutus stabbed Caesar, and he did it with a knife.

The relevant explananda include the fact that (11) follows from (12) and not
conversely, just as (11) follows from (13) and not conversely. Correspondingly,
(12) can be paraphrased with (13) but not with (14), which follows from (11).

(14) Brutus stabbed Caesar, or something was done with a knife

Similar points apply to (4)–(10). In most dialects, the sound of ‘Pat wants to
meet Chris and like himself ’ does not have a natural interpretation on which
it follows that Pat wants to like Chris. We want to know why not. For
whatever keeps speakers from hearing ‘himself ’ as linked to ‘Chris’ in this
example is potentially relevant for theories of meaning/understanding.

2.2 Disquotation is Inadequate

Horwich (1997, 1998) outlines a conception of meaning heavily biased
towards positive facts. And while few other theorists adopt Horwich’s ‘‘deXa-
tionary’’ view in its entirety, I suspect that many are inclined to adopt
something like it with regard to certain aspects of linguistic meaning. So

3 For reviews of some relevant literature, including psycholinguistic studies of young
children, see Crain and Pietroski (2001, 2002); see also Hornstein and Lightfoot (1981),
Laurence and Margolis (2001).
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it is worth being clear about the kinds of explanation that get lost on such
a view.

Horwich begins with a plausible idea: the meaning of a complex expression
E is a property of E that can be viewed as the result of combining the
meanings of E’s constituents in ways corresponding to ways (exhibited by
E) of combining expressions. And he rightly notes that given this conception
of meaning, accounting for the mere compositionality of semantic properties
is not hard. In particular, one need not adopt a substantive theory of truth
to say that the meaning of E is determined by (i) the meanings of E’s
basic constituents, and (ii) the relevant ways of combining those lexical
meanings. But Horwich also says that ‘‘Understanding one of one’s own
complex expressions (nonidiomatically) is, by deWnition, nothing over
and above understanding its parts and knowing how they are combined’’
(1997: 504). On this view, if ‘‘one has worked out how a certain sentence is
constructed from primitive syntactic elements’’, then ‘‘provided one
knows the meanings of those elements’’ one understands the sentence ‘‘auto-
matically and without further ado . . . no further process needs to be involved,
leading from these initial conditions to the state of understanding the
sentence’’.

Horwich concludes that, given the grammatical structure of a complex
expression, all a ‘‘theory’’ of meaning/understanding must provide is a
speciWcation of what the lexical items mean; where such a speciWcation can
be given disquotationally, using ‘‘axioms’’ like ‘barked means BARKED’ to
report that a certain word means what it does. But this seems wrong, for
reasons discussed by Higginbotham (1985) and others. To understand a
complex expression E, one must also know how the form of E contributes
to the meaning of E; and this imposes substantive constraints, not captured
by disquotation, on what lexical items can(not) mean.

Recall (7), which has no reading on which it implies (7c).

(7) The millionaire called the senator from Texas
(7c) #The millionaire called the senator, and the millionaire is from Texas

As a matter of natural language grammatical structure, ‘from Texas’ cannot
modify ‘millionaire’ in (7). But let’s assume, if only for illustration, that it can
modify ‘senator’ or ‘called the senator’ as shown in the homophonous (7a)
and (7b).

(7a) [[The millionaire][called [the [senator [from Texas]]]]]
(7b) [[The millionaire][[called [the senator]][from Texas]]]
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This accounts for the ambiguity of (7). But it does not explain why (7) has no
reading on which it implies (7c). We need some further theoretical claims
according to which the structure indicated in (7b) does not support the
following interpretation: the millionaire is both someone who called the
senator and someone who is from Texas. Of course, the structure doesn’t
support this interpretation. Speakers know, and so children somehow Wgure
out, that (7b) is not associated with the interpretation indicated with (7c).
But this isn’t just a matter of ‘‘working out’’ how (7) can be constructed from
the relevant words, and knowing what the words mean. One must also
associate each way of structuring the words in (7) with the right interpret-
ation, while not associating (7b)—or whatever the relevant grammatical
structure is—with the interpretation indicated in (7c). And this is not trivial.

Davidson’s (1967b) event analysis suggests a hypothesis. On any reading,
(7) is understood partly in terms of an event variable associated with the verb
‘call’; the grammatical subject and object are understood as indicating a caller
and a callee; and in (7b), ‘from Texas’ is understood as a predicate linked to
this variable, but not to potential callers. One can spell this out in several
ways. Perhaps ‘called’ and ‘called the senator’ are understood as predicates
associated with an event variable, and not with a variable corresponding to
potential callers, while combining ‘called the senator’ with ‘from Texas’
signiWes predicate-conjunction. On this view, the meaning of (7b) might be
represented as follows: 9e[Agent(e, the millionaire) & Past-Calling(e) &
Theme(e, the senator) & From(e, Texas)]; where ‘Past-Calling(e)’ means
that e was an event of calling. Alternatively, perhaps ‘called’ and ‘called the
senator’ are associated with a variable for callers, but for some reason, ‘from
Texas’ cannot be linked to this variable in (7b). On this view, the meaning of
(7b) might be represented as follows: 9e[Called(e, the millionaire, the
senator) & From(e, Texas)]’; where ‘Called(e, x, y)’ means that e was a calling
by x of y.4

For present purposes, the details do not matter. The important point is
that the relevant negative fact, concerning the interpretation of ‘from Texas’
in (7b), is not even adequately described—much less explained—with a
semantic ‘‘theory’’ that simply provides a disquotational algorithm for asso-
ciating signals (relative to grammatical structures) with interpretations.

4 For defense of the view that verbs like ‘called’ are understood as monadic predicates,
whose grammatical arguments are associated with thematic roles, see Parsons (1990), Schein
(1993, 2002, forthcoming), Pietroski (1998, 2002, 2003c, 2004), Herburger (2000); see Kratzer
(1996) for a slightly diVerent view that would have the same consequences for (7). For defense
of the second view, see Higginbotham (1985); see also Taylor (1985).
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One can say that just as ‘called’ and ‘Texas’ mean what they mean, so the
grammatical relation corresponding to adverbial modiWcation makes what-
ever semantic contribution it makes. But this does not explain why [[called
[the senator]][from Texas]] cannot be understood as a predicate satisWed by
x iV x called the senator and x is from Texas, or why (7) has a reading on
which it implies that the call was from Texas. Explaining this requires
substantive hypotheses about ‘called’, and the speciWc signiWcance of combin-
ing expressions in certain ways.5 Likewise, we want a theory that explains
relevant negative facts concerning ‘John is easy/eager to please’. And this will
presumably require substantive hypotheses about what ‘easy’ and ‘eager’
mean.

One way or another, we need to capture the following idea: the meaning of
‘easy’ is lexicalized so that when this word combines with ‘to please’ and
‘John’, constraints on grammatical structure and compositional semantics
conspire to ensure that John is said to be an individual who is easily pleased;
while the meaning of ‘eager’ is lexicalized so that when this word combines
with ‘to please’ and ‘John’, John is said to be an individual who is eager to be a
pleaser. We want to know more about these facts, which seem to be symptoms
of how lexicalization interacts with (syntactic and semantic) composition in
natural language. But just saying that ‘easy’ has the semantic properties that it
has, or that ‘eager’ applies to what it applies to, tells us nothing about how
‘easy’ and ‘eager’ diVer in a way that ‘easy’ and ‘hard’ do not. And recall that
‘The goose is ready to eat’ is ambiguous; see Chomsky (1965, 1977, 1986).
Thus, disquotational description blurs interesting distinctions, and it ob-
scures relevant explananda.

In what follows, I assume that this is the normal case: interesting phenom-
ena—relevant to theories of meaning, since they bear on linguistic under-
standing—are often due to subtle interactions between lexical items and
natural composition; and explaining such phenomena typically requires
substantive (nondisquotational) hypotheses about lexical meanings and

5 We could, after all, invent a language in which (7b) has the meaning indicated with (7c).
And a Horwich-style theory would apply just as well to such a language. It is also worth noting
that small grammatical diVerences can have signiWcant semantic eVects. In ‘I heard Pat sang’,
‘Pat’ occupies a referentially opaque position, but not so in ‘I heard Pat sing’; see Higginbo-
tham (1983), Vlach (1983). So one wants a theory that explains why the diVerences are
signiWcant in the ways that they are. And it’s not clear that one can give deXationary
descriptions of how the meaning of a sentence with covert constituents (that are somehow
linked to overt constituents) is compositionally determined; see Pietroski (2000), Collins
(2003).
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composition principles. So a theory with axioms like ‘easy means EASY’ or
‘x satisWes easy iV x is easy’, or theorems like ‘x satisWes called the senator iV x
called the senator’, may be a poor theory of meaning. Even if such axioms/
theorems are true, it is a tendentious hypothesis that they are formulated
in the right way for purposes of explaining how humans understand
language.

2.3 Radical Interpreters would Misinterpret

One might claim that negative facts are irrelevant to theories of meaning,
because: (i) there could be creatures who correctly associate English signals
with interpretations, while having no views about whether additional inter-
pretations of the signals are possible; and (ii) such creatures would under-
stand English, despite being diVerent from human speakers. But it is hardly
obvious that (i) is true in any theoretically interesting sense of ‘could’. And (ii)
is blatantly question-begging. Why suppose that the right degree of abstrac-
tion for the study of (how humans understand) natural language is one
that abstracts away from diVerences between us and the imagined creatures?
Or put another way, why assume that for purposes of theorizing about
meaning, it is irrelevant that human children do not grow up to be such
creatures? Nonetheless, a well-known line of thought starts with this assump-
tion, and then invites the conclusion that theories of meaning are theories of
truth. Unsurprisingly, the reasons for rejecting this line of thought are
closely related to some reasons for adopting a Chomsky-style conception of
meaning.

The semantic properties of sentences are often said to be somehow con-
structable from, or at least determined by, facts concerning how utterances of
those sentences could be assigned interpretations by a rational being in the
position of someone learning the language. One imagines an alien trying to
Wgure out, on the basis of limited evidence, what speakers are saying. By
stipulation, the alien imposes only very general constraints (of rationality) on
possible interpretations, and he appeals only to certain kinds of publicly
available evidence; where this evidence is, at least ‘‘in principle’’, available to
those who natually acquire the language. Given a suitably generous concep-
tion of availability—according to which children could consider native
speaker reports, across various languages, about the (im)possibility of certain
interpretations for certain signals—the resulting thesis would be a version of
veriWcationism about linguistic meaning. But if the alien is supposed to be an
idealized version of a child (as ‘‘Weld linguist’’), appealing only to evidence of a
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sort that typical children respond to in the course of language acquisition, the
result is much less plausible than veriWcationism.6

The alien represents an arbitrary and unstable mix of two perspectives on
linguistic meaning: that of a scientist, who will assume as little as possible
about the space of possible interpretations, whatever they turn out to be; and
that of a child who needs to Wgure out, on the basis of limited evidence, how
signals are associated with interpretations in a given community. But actual
scientists do not refuse to consider data unavailable to children. And poverty
of stimulus arguments, based on negative facts like those discussed in section
2.1 strongly suggest that actual children impose substantive constraints on the
space of possible interpretations for signals. Indeed, one way of summarizing
the conclusion of such arguments is that human children are not alien
interpreters of the imagined sort; see Chomsky (1969, 1993, 1995a, 2000a).

So the alien is not a reasonable idealization of any reasonable creature
trying to Wgure out what expressions mean: not children, who impose
arational constraints on interpretations; and not linguists, who do not impose
alien limits on evidence (but rather try to Wgure out, by doing ordinary
science, what constraints humans impose on interpretations). Nor does the
alien try to determine what portion of the publicly available evidence actual
children exploit. Instead, he considers all the evidence of some preferred
kind. The alien thus embodies the theoretical assumption that any heuristics
used by children are in principle dispensible, in favor of a more intensive
search of the preferred evidence. But this assumption is quite implausible. If
all normal children in each linguistic community converge (despite varied
experience) on agreement about what signals cannot mean, this suggests that
such agreement is due to properties of children, not properties of their
environment. Correlatively, the challenge presented by negative facts is not
‘‘merely’’ to explain how some learner could acquire English on the basis of
evidence available to a hyperattentive child. The deeper challenge is to
explain how all Englished children do acquire English, despite variability in
experience and attentiveness—and likewise for every other human language.

If semantic properties of expressions are what the alien takes them to be,
this raises the question of how actual humans manage to understand human

6 Thinking of the child as a ‘‘little linguist’’ can thus be misleading. Quine (1960) restricts
attention to a speaker’s disposition to endorse or reject sentential utterances. Davidson (1984) is
less behavioristic, allowing for talk of speakers ‘‘holding sentences true’’ in a given situation
(and wanting other sentences to be true). And there are alternatives to Davidson’s ‘‘principle of
charity’’; see e.g. Grandy (1973). But these diVerences of detail do not matter if the underlying
idea of ‘‘meaning as (radical/alien) interpretability’’ is fundamentally misguided.
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languages. Some philosophers have been led to the extraordinary conclusion
that we don’t, at least not fully; see Dummett (1986). One can hypothesize
that English is a ‘‘Communal-Language’’ that each speaker of English imper-
fectly grasps. But then one needs to argue that theories of understanding are
primarily concerned with Communal-Languages, and not idiolects that
speakers do understand, despite Chomsky’s (1986, 1996, 2000a) reasons for
not appealing to Communal-Languages (or what he calls ‘‘E-languages’’) in
explaining how speakers understand natural language; cf. Burge (1989).

Moreover, whatever speakers understand, there is no independent reason
for deferring to an alien conception of understanding. Prima facie, the alien
would not conclude that (7) has no reading on which it implies that the
millionaire is from Texas,

(7) The millionaire called the senator from Texas

(I assume that the alien, like the child, does not ask which strings of words are
unambiguous in which ways.) But we theorists should not conclude that (7)
may have a millionaire-from-Texas reading after all—or that there is no
negative fact about (7) that a semantic theory should explain, unless the
alien would conclude that (7) has no such reading.

The alien, recall, is an epistemic monster (half-child, half-scientist)
charged with a bizarre task: given a restricted body of evidence, and minimal
constraints on interpretation, Wnd the class of viable interpretations for
certain noises. This imagined exercise may have some interest, since it may
help reveal the size of the gap between typical human experience and actual
linguistic competence. But for just this reason, we should not say that the
semantic facts about natural languages are determined by what the imagined
alien would conclude. This hypothesis about the nature of semantic proper-
ties is evidently false, given that humans cannot understand complex expres-
sions as having certain perfectly coherent readings. One might be led to the
opposite conclusion by a chain of reasoning like the following: theories of
meaning are theories of truth; so we need a conception of meaning/under-
standing according to which theories of truth can be theories of understand-
ing; and the best such conception treats meaning as alien interpretability. But
if the last premise is correct, we have an argument against the Wrst.7

7 One can say that a philosophical thesis about meaning is immune from such criticism.
I don’t see how any such (alleged) thesis could be evaluated in any nonstipulative way; see
Chomsky (2000a) on methodological dualism. But in any case, one would have to argue that
the thesis is relevant to the study of how human beings understand natural language. Likewise,
for any ‘‘remark’’ about meaning oVered to unconfuse a confused philosopher.
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2.4 An Environment is No Substitute for a Mind

There are, of course, reasonable premises in the neighborhood. Facts about
the meanings of expressions in a natural language are such that children can
Wgure them out given evidence typically available to them. But this does not
imply, or even suggest, that any possible learner can Wgure out what human
sentences mean given only the evidence that is available to actual learners. In
describing semantic facts, theorists will abstract away from many individual
diVerences; and presumably, the semantic properties of an expression are not
(in principle) detectable by only one person. (Even if each speaker has her
own idiolect, this does not preclude understanding; two speakers can ‘‘share’’
a language, in the sense of associating signals with interpretations in the same
way, modulo diVerences that are irrelevant for certain purposes.) But this does
not imply, or even suggest, that the theoretically best level of abstraction will
be public in the sense of ignoring any individual similarities not discernible
by the alien.

If humans share a biology/psychology that imposes substantive constraints
on how linguistic signals can be associated with interpretations, an inquirer
will not discover this simply by attending to evidence available to any child
without precocious investigation. Correlatively, the alien will be forced to
look in the wrong place for semantic regularities that are due to constraints
imposed by human biology/psychology. In his search for sources of inter-
subjective linguistic stability, especially with regard to how speakers use
expressions to make true claims, the alien will be forced to exaggerate the
relevance of the fact that speakers inhabit a shared environment. Put another
way, the alien will be led to blame the environment for (i) certain aspects of
intersubjective linguistic stability that are indeed due to the environment, and
(ii) certain aspects of intersubjective linguistic stability that are due to aspects
of human nature rendered invisible by alien restrictions on what is potentially
relevant to theories of meaning.

This will lead the alien, who knows model theory, to favor interpretations
of human speech that associate names with hunks of the environment that
can satisfy predicates. Facts of the sort discussed in sections 3 and 4, which tell
against such interpretations, will be ignored entirely or discounted as ‘‘noise’’;
for the alien has no conceptual room for the possibility that such facts reXect
relevant but invisible aspects of human nature. So he may well conclude,
given the constraints imposed by his task, that the best interpretations are
those that take the form of Tarski-style truth-theories. But none of this shows
that semantic theories for natural languages should associate words like
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‘water’ and ‘France’ with things in the environment. Expressions may have
objective interpretations that are not—and do not involve relations to—
Fregean Bedeutungen. I return to this point.

This is not to deny that talk of ‘‘triangulation’’ has its place; see Davidson
(1989, 2001). The environment is surely responsible for some aspects of
intersubjective stability with regard to how we use linguistic expressions to
talk about things; although this kind of stability may well presuppose
meaning. Perhaps serious investigation will eventually reveal that our shared
understanding of the word ‘water’ has more to do with H2O than with
internalistic properties of the word. I doubt it. But in any case, the alien’s
tendency to look for associations between words and ‘‘stuV referred to’’ is not
itself a reason for thinking that a theory of meaning/understanding should
make such associations. We have independent reason for thinking that the
best semantic theory will be one that the alien could not endorse. And in the
end, I think the facts warrant a stronger conclusion: for purposes of theoriz-
ing about meaning/understanding, the best degree of abstraction will be one
that (a) de-emphasizes facts about what speakers actually refer to when using
language and (b) highlights internalistic properties of expressions that can be
used in diVerent environments to make semantically identical but truth-
evaluably distinct claims. If this is correct, we must re-evaluate the inXuential
idea that linguistic meanings should be speciWed in terms of context-sensitive
rules for determining truth/reference/satisfaction conditions.

3 Systematicity with Flexibility

As Davidson (1967a, 1967b, 1984) noted, there seem to be counterexamples to
his hypothesis that there are Tarski-style theories of truth for natural lan-
guages. My own view is that the constructions that Davidson himself ad-
dressed—action sentences with adverbial modiWcation, and discourse
reports—present no special diYculties, given subsequent developments of
his seminal proposals.8 But the deeper worry has less to do with speciWc
constructions, and more to do with some ubiquitous features of natural
language, illustrated with sentences like (1).

(1) France is hexagonal, and it is a republic

8 Focusing on adverbial constructions turned out to be extremely productive. And the basic
framework has many virues. See Larson and Segal (1995) for a wide-ranging and theoretically
interesting illustration of a Davidsonian semantic program.
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These examples, which also reveal subtle and interesting interactions between
lexicalization and compositional eVects, invite a Chomsky-style view. For as
we shall see, this lets us retain many virtues of Davidson’s conjecture without
losing descriptive adequacy; cf. Austin (1962).

3.1 Lexical Flexibility: Implication and Typology

Utterances of (1) can be true. Imagine that the speaker is objecting to a crazy
view according to which the shape of a country explains the local form of
government. If there is a theory of truth for English, one might expect it to
have a theorem according to which an utterance of (1) is true iV something in
the relevant domain satisWes the following conditions, at least relative to the
context of utterance: it is France, it is hexagonal, and it is a republic. But one
might also suspect that nothing is both hexagonal and a republic. For even if
one grants that the terrain of France is hexagonal, one might deny that the
French terrain is the French republic; and one might think that republics,
whatever they are, cannot be hexagonal. Moreover, even if there are such
things, one might be suspicious of a semantic theory according to which it
follows from (1) that there are hexagonal republics. Such a theory apparently
mischaracterizes the meaning of (1). For a competent speaker who asserts (1)
might deny that at least one thing is both hexagonal and a republic. And a
competent interpreter can deny that there is any such thing, while still taking
the speaker’s assertion to be true.

Chomsky (1977, 2000a) oVers many examples of this sort. There are, of
course, possible responses. Speakers may explicitly deny what they tacitly
assume; and true theories of truth may not have the implications that critics
expect. But the form of Chomsky’s argument is familiar. One observes that if
a certain kind of semantic theory is correct, sentences would have elementary
implications that competent speakers evidently do not recognize. And at least
prima facie, this tells against theories of that kind. Consider an analogy.

Acccording to many philosophers and some linguists, a theory of meaning
for English should not imply that an utterance of ‘Some bottles are red’ is true
only if: there is a set whose elements are all and only the bottles; or there is a
property of redness instantiated by all and only the red things. Any such
theory seems to mischaracterize the semantic properties of the mundane
sentences. This may be harmless for many purposes, and useful for others.
But intuitively, the meaning of ‘Some bottles are red’ does not ensure that an
utterance of this sentence is true only if the world contains something—a set,
property, or whatever—that is intimately related to but distinct from each
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bottle. One can illustrate this point vividly with examples like ‘Some sets are
nonselfelemental’; though a theory according to which this true sentence has
provably false implications (e.g. that there is the set of nonselfelemental
things) is just a special case of a theory that mischaracterizes meanings.
There are potential responses. But these must be evaluated on their merits,
not as resolutions of a paradox that any semantic theory will face. For we need
not take it as given that a theory of meaning will associate ‘bottle’ with an
abstract entity distinct from each bottle (and likewise for every other predi-
cate, including ‘set’); see Boolos (1998).

Returning to (1), speakers do recognize that it implies (1a) and (1b).

(1a) France is hexagonal
(1b) France is a republic

So we want to know why the inference from (1) to (1c) is not trivial in the
same way.

(1c) France is a hexagonal republic

The point is not that (1c) is analytically false or meaningless. Natural lan-
guages are not like formal languages with formation rules any violation of
which results in gibberish; see Higginbotham (1985). Indeed, an utterance of
(1c) in the right context might be true. Still, (1c) is weird in a way that calls for
explanation, and likewise for ‘Something is a republic that is hexagonal’. An
obvious thought is that by virtue of their meanings, ‘hexagonal’ and ‘republic’
cannot be comfortably combined to form a complex (presumably conjunct-
ive) predicate; compare ‘green idea’ and ‘sleep furiously’ in Chomsky’s well-
known example. This isn’t yet an explanation. But we can at least encode the
explanandum by saying that the two monadic predicates, which are alike in
some semantically relevant respects, are associated with variables of diVerent
types indicating diVerent kinds of linguistic features. Then we can try to
provide theories of how such features can be combined to create complex
expressions that can be used (in ways natural for humans) to make various
kinds of claims.

By contrast, it’s not clear how to even start describing the relevant facts
given a theory according to which ‘France’ is semantically associated with a
language-independent entity that can satisfy both ‘hexagonal’ and ‘republic’.
On such a theory, ‘hexagonal republic’ is on a par with ‘brown dog’. For
certain elementary purposes, we can say that all of these expressions are
predicates of type <x, t>, thus signifying a certain relation to names (for
things in some domain) and truth-evaluable expressions. But it hardly follows
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that this exhausts the semantic typology of monadic predicates. And as noted
in section 2, associating ‘France’ with something referred to by using ‘France’
may be the wrong kind of theoretical abstraction. If we assume that some
hunk of the environment is the source of (stable intersubjective) semantic
properties of ‘France’, we may obscure signiWcant distinctions that a semantic
theory should highlight. So perhaps we should focus less on the things we use
‘France’ to talk about, and more on whatever properties of ‘France’ make it
possible for us to use a name of this sort in the ways we do use such names.

3.2 Flexible Meanings and Complex Concepts

The right conception of linguistic meaning may still be undreamt of. But
even if one agrees that ‘France’ denotes France is not a theory, it is at least a
gesture in the direction of a theory that associates expressions with things
referred to. So if only to loosen the hold of this idea, it may be useful to wave
hands in an alternative direction: perhaps the meaning of an expression is an
instruction for creating a concept from available mental resources.

To be sure, mentalistic conceptions of meaning are often combined with
objectionable claims: that meanings are ideas, in a way that precludes suc-
cessful communication; or that most words can be deWned in terms of a
relatively small stock of basic concepts, with the result that there is much
more analyticity than there seems to be; or that there are no distinctively
linguistic constraints on how humans associate signals with meanings.9 But
these claims need not be part of a Chomsky-style view. A related point is that
many theorists, including some in the ‘‘generative semantics’’ tradition, have
explored the idea meanings are mental representations (or ‘‘conceptual struc-
tures’’) somehow associated with expressions of natural language; see, for

9 See Baker (1988, 1997) for a paradigm illustration of how insights from generative
grammar can be incorporated into a view according to which syntax imposes severe constraints
on interpretations, thereby explaining many negative facts of the sort discussed in s. 2. See
Pietroski (2003b) for a discussion of analyticity in these terms. While I sympathize with
JackendoV (1990) in some respects, he stresses negative facts less than I do; and I think he
underestimates the role of autonomous linguistic constraints on how expressions can(not) be
associated with ‘‘conceptual structures’’. As he notes (p. 32), it has long been clear that features
of expressions are ‘‘inadequate to the full task of conceptual description’’. But theories of
meaning need not be theories of concepts any more than they need be theories of truth (or
referents). And since JackendoV (1997) regards ‘Fritz is a cat, so Fritz is an animal’ as a
paradigmatic case of valid inference, I assume that he is interested in (alleged) conceptual
relations that go well beyond formal validity and relations established by expressions
themselves.
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example, Katz and Fodor (1963), LakoV (1970, 1987), JackendoV (1990, 1997,
2002). But my suggestion is not that linguistic expressions have Bedeutungen
that are mental as opposed to environmental.

Recall that Strawson (1950) urged us to characterize the meaning of a
referential device R in terms of ‘‘general directions’’ for using R on particular
occasions ‘‘to refer to or mention particular objects or persons,’’ and not in
terms of some entity allgedly denoted by R. This leaves room for talk of
concepts as well. For we can try to characterize the meaning of R in terms of
general directions for using R (on particular occasions) to express particular
concepts and refer to, or mention, or think about speciWc things. Correla-
tively, one can avoid familiar pitfalls while adopting a view like the following:
the word ‘France’ has certain features that get correlated in human minds
with certain conceptual capacities, like the capacities to think about spatio-
temporal coordinates, and about intentional properties of people who create
institutions; these may not be capacities to think about (properties of ) the
same mind-independent things; and these capacities may themselves be
complex and varied, in ways that tell against the claim that ‘France’ either
denotes something or ambiguously denotes some things.10

Speakers can use ‘France’ to refer to various things—certain terrain, a
particular nation, or whatever. Correlatively, predicates like ‘hexagonal’ and
‘republic’ seem to diVer in kind. This does not yet show that semantic theories
should mark such distinctions. Perhaps we should diagnose such facts as

10 As Lewis (1972) noted, theories that ‘‘merely’’ associate expressions with (instructions for
creating) mental representations do not associate sentences with truth or truth-in-a-model, in
the way familiar from Frege–Tarski–Montague treatments of formal languages. This was taken
to be a defect of such theories. But in retrospect, one might take it to be a virtue; and as Lepore
(1983) argued, appeals to truth-in-a-model provided less than advertised; see also Higginbo-
tham (1990). The trend towards externalism, invited by alien-interpretability conceptions of
linguistic meaning, seemed to support rejection of mentalistic/internalistic conceptions. But as
discussed in section four, a Chomsky-style view is not threatened by Twin-Earth thought-
experiments, and it is fully compatible with Kripke’s (1980) insights. Prior to ‘‘quantiWer-
raising’’ conceptions of grammatical structure, and appeals to ‘‘LF’’ as a level of natural
language syntax—see May (1985), Higginbotham and May (1981), Chomsky (1981, 1995b)—it
was also assumed that (as Frege–Russell–Wittgenstein had argued) grammatical form diverges
signiWcantly from logical form, even for relatively simple quantiWcational constructions like
‘The dog saw every cat’. And this suggested, wrongly, that meaning was importantly inde-
pendent of natural language syntax; see Pietroski (2003c) for review and discussion (see also
Neale, 1990, 1993; Hornstein, 1984). So if the evidence now suggests that theories of meaning/
understanding are not plausibly viewed as theories of truth, perhaps we should conclude that a
reasonable conception of meaning was abandoned for a cluster of (what turned out to be) bad
reasons.
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reXections of what speakers know about France, and not what they know
about ‘France’; see Fodor and Lepore (1992, 2002). But we should also
consider the following possibility: lexicalization is a process in which diverse
mental representations can be linked via the language system. Perhaps with-
out lexicalization, representations that are diVerent in kind cannot be com-
bined to form a complex concept that is usable in human thought, but
(luckily for us) the language system provides resources for creating certain
‘‘common denominators’’, which make it possible to create endlessly many
complex mental representations with constituents that are typologically
disparate. This leaves ample room for grammatical expressions that don’t
provide ways of forming complex mental representations that are usable in
fully natural ways by human minds; though such expressions may still trigger
‘‘degraded’’ mental representations that can be used in limited ways. The
familiar idea would be that words often ‘‘Wt together’’ in ways that the
corresponding concepts by themselves do not; and in endlessly many though
not all cases, linguistic expressions can be given natural interpretations.11

As a Wrst approximation, one might think about a complex monadic
predicate like ‘brown dog’ as (inter alia) an instruction for creating a monadic
concept from disparate mental resources. We may naturally think about
colors as properties of surfaces, and think about dogs as things that have
surfaces, with the result that brute concatenation of the relevant concepts
would be unnatural for us. And there is independent reason for thinking that
natural language provides a constrained system of grammatical features that
can be used as rough indicators of various possession relations; see, for
example, Uriagereka (2002). Perhaps such features serve as ‘‘adaptors’’ that
make it possible for us to connect concepts of diVerent types, thereby forming
the kinds of complex concepts that we regularly deploy in ordinary human
thought.12

11 And so not a ‘‘category mistake’’ (cf. Ryle, 1949) if this implies that the resulting
expression is nonsense or contradictory; see also Evans’s (1982) talk of ‘‘generality constraint’’
on distinctively human thought. Carruthers (2002) argues—drawing on lots of evidence from
psychology, especially Hermer-Vasquez et al. (1999), Spelke (forthcoming)—that the language
system plays something like this role in cognition. Variations on this theme underly a great
deal of work in linguistics, both in lexical semantics (see e.g. JackendoV, 1990; Pustejovsky,
1995; Levin and Rappaport-Hovav, 1995; Bloom, 2000) and appeals to ‘‘type adjustments’’ in
compositional semantics (see e.g. Montague, 1974; Partee and Rooth, 1983). One need not
agree with the details of such work to think that it is getting at something important about how
the human language system relates to other human cognitive systems.

12 Independently, it seems that some grammatical features of expressions (markers for case,
person, number, etc.) do not reXect the basic architecture of the recursive system that allows for
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If the idea of predicates as instructions for creating concepts seems foreign,
it is worth noting—as Chomsky (1996, 2000a) does—that one can also think
of ‘brown dog’ as an instruction (to the human articulatory system) for
creating a complex sound. Indeed, an expression of a spoken language may
just be a pair of instructions for creating a sound of a certain sort and a
concept of a certain sort. Sentences can be viewed as instructions for pairing
sentential sounds with sentential concepts.13 And just as phonologists can try
to explain relations of rhyme in terms of relations between certain instruc-
tions for creating sounds, semanticists can try to explain relations of entail-
ment (say, between ‘Fido is a brown dog’ and ‘Fido is a dog’) in terms of
relations between instructions for creating sentential concepts. One can use
the apparatus of model-theory to characterize such relations. But the utility of
this apparatus is not an argument for the hypothesis that entailment is best
explained in terms of truth (or truth-in-a-model). We may pretheoretically
characterize many semantic relations in terms of truth. But often, good
explanation requires redescription of explananda in overtly theoretical
terms. And notions like ‘truth’ may not make the right theoretical cuts for
purposes of explaining the facts that semantic theories explain; see Hornstein
(1984) for related discussion.

composition of expressions. So an obvious thought, developed by Chomsky (1995b, 2000b)
and others, is that such features reXect modiWcations of a simpler (and perhaps nontransfor-
mational) system that became more usable as a device that ‘‘interfaces’’ with other cognitive
systems. If this is plausible, it invites a more general conjecture: apparent quirks of the human
language system—aspects of the system not required in order to recursively associate signals
with interpretations—reXect a natural history in which a ‘‘minimal’’ system has been supple-
mented with devices that allow for the creation of expressions with cognitively useful prop-
erties; where such expressions are interpretable as instructions for creating complex concepts
that are otherwise unavailable for natural use. See Hauser et al. (2002), Uriagereka and Piatelli-
Palmarini (forthcoming).

13 The details depend on the logical forms associated with sentences of natural language.
But at least many sentences (like ‘Brutus stabbed Caesar with a knife’) can be viewed as
instances of the logical form ‘9xFx’: existential closure of a monadic predicate. Any such
sentence can be treated as an instruction for creating a complex monadic concept C, and then
the corresponding thought of the form ‘9xFx’ with C as its main constituent. Elsewhere, I have
argued that this paradigm covers far more than one might have thought, including quantiWca-
tional examples like ‘No theory covers every case’; see Pietroski (2002, 2003c, 2004). Indeed,
my suspicion is that natural language is fundamentally a system that allows for combination of
monadic predicates (and a small number of relational notions associated with ‘‘thematic roles’’
that are in turn associated with certain grammatical relations); see also Castañeda (1967),
Parsons (1990), Schein (1993, 2002, forthcoming), and Baker (1997).
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From this perspective, ‘dog’ provides instructions for accessing one or
more concepts already available for natural use. This leaves open various
issues about the concepts: are they structured or atomic; how many ‘dog’-
concepts do we have; is the species-concept dependent on the individual-
concept (or vice versa, or neither); etc. Similarly, one can say that a name like
‘France’ provides instructions for accessing one or more singular concepts,
which can be used to think about the various things that can count as France.
This remains a vast oversimpliWcation. But the idea, oVered here as a quick
illustration of an alternative to the idea that ‘France’ denotes a hexagonal
republic, would be as follows: a speaker using (1a) can use ‘France’ to indicate
a concept with which a human can think about something that has geometric
properties; a speaker using (1b) can use the same lexical item to indicate a
concept with which a human can think about something that has political
(and hence, intentionally characterized) properties; and ‘France’ itself is an
expression that makes a certain range of singular concepts available for use in
the construction of various sentential concepts that can be used to make
various truth-evaluable claims. But ‘France’ is not ambiguous in the way that
‘bear’ is. And in so far as there are French things that speakers cannot
naturally refer to by using ‘France’, there are negative facts to explain. So
the point is not merely that the relation of word-sounds to concepts is one-to-
many. The facts are more subtle, interesting, and potentially revelatory of
human thought.

In thinking about examples like (1), it is worth remembering that Plato’s
poverty of stimulus argument in the Meno involved geometry, and that
humans understand words like ‘triangle’ in a very interesting way. We know
that perceptible Wgures can count as triangles; and we can perceptibly
distinguish triangles from circles and squares, which can be drawn in the
sand (say, for purposes of illustrating a generalization). Yet we also know that
‘‘real’’ triangles, described by theorems of geometry, are imperceptible. Hy-
potheses about natural language must cohere with such facts, and the fact that
utterances of ‘Triangles are perceptibly diVerent from circles’ and ‘Triangles
are imperceptible’ can be true, while utterances of ‘Imperceptible triangles
diVer perceptibly from imperceptible circles’ are not.

This invites the thought that linguistic meanings are involved in making it
possible for humans to connect percepts with a capacity for abstract thought
that would lie ‘‘untriggered’’ if not for the language faculty. Perhaps we could
not think about (the various things that can count as) triangles, as opposed to
merely being able to classify certain things as triangular, without two inte-
grated and integrating capacities: an ability to lexically connect concepts
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corresponding to perceptual prototypes, an abstract notion of space, and the
idea of proof or necessity; and an ability to create sentential concepts
unavailable without mediation by linguistic expressions that have the right
features. Hermer and Spelke (1994, 1996), Hermer-Vasquez et al. (1999),
Spelke (2002), and Carruthers (2002) provide arguments that this is not
mere rationalist speculation. For example, there is evidence that prelinguistic
children—and animals without a language faculty—lack the ability to create
some relatively simple structured concepts whose constituents are readily
available. In any case, we should be wary of semantic theories according to
which (i) linguistic meaning cannot play this kind of role in human thought
because (ii) the relation between meaning and truth is relatively simple. This
makes the study of thought and ontology even harder than it already is.

To repeat, the view is that speakers can use ‘France’ to make a variety of
true claims, and that this kind of usage is possible in part because the meaning
of ‘France’ does not associate the name with an environmental entity; though
typically, a speaker uses ‘France’ to refer to something, like a government or a
sports team. This view is often associated with Wittgenstein (1953). But as
Chomsky (1966, 2000a) notes, it is also what traditional rationalists should
expect, absent a beniWcent deity or wildly optimistic assumptions about the
history of natural selection. Nativists should be unsurprised if commonsense
thought and talk does not reXect the structure of the world, except perhaps by
sheer luck; see McGilvray (1999). Even when speakers/thinkers use language
in consciously regimented ways, with the express aim of trying to describe the
world (as opposed to engaging in ordinary talk about the passing show),
success is not guaranteed. On the contrary, success seems to be possible only
in certain domains; see also McGinn (1993). Indeed, given poverty of stimu-
lus arguments, why should anyone—apart from alien interpreters and naive
empiricists—expect the structure of reality to ‘‘Wt’’ the structure of our natural
ways of talking/thinking about it? Chomsky oVers a more realistic conception
of language, without describing the intricately structured and highly con-
strainted phenomena of understanding with unhelpful slogans like ‘‘meaning
is use’’.

3.3 Typology and Ontology

We can speak quasi-commonsensically of France being a ‘‘truth-maker’’ for
(1), (1a), (1b), and (1c). But it does not follow that France is an entity that
satisWes the predicates in these sentences, at least not if ‘satisWes’ is used in its
standard technical sense, derived from Frege (1879, 1892) and Tarski (1933).
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This does not challenge the commonsense claim that France is a perfectly
real country that one can visit. But ordinary vocabulary is often ill-suited to
the task of describing the world in theoretically perspicuous ways. Correla-
tively, given some technical terminology that was introduced to talk about
languages invented for purposes of describing the world in theoretically
perspicuous ways, there is no guarantee that this technical terminology will
also provide theoretically perspicuous ways of describing languages with
ordinary vocabulary.

One can hypothesize that France is an ‘‘all-purpose thing’’, which some-
how incorporates all the potential truth-makers for claims of the form ‘France
is F’, as part of a proposal about the semantic properties of ‘France’; cf.
Meinong (1904) on squarable circles. But there are limits on what one can
plausibly posit given the available evidence. And one can achieve implaus-
ibility without positing subsistent but nonexistent squarable circles. Put
another way, if one sees nothing wrong with theories of meaning that posit
Fregean Bedeutungen with both perimeters and politicians, one needs to say
what (if anything) is wrong with more overtly Meinongian semantics. With
this background in mind, I think comments like the following seem quite
plausible, and in no way a denial of commonsense realism.

As far as is known, it is no more reasonable to seek some thing-in-the-world picked
out by the word ‘river’ or ‘tree’ or ‘water’ or ‘Boston’ than to seek some collection of
motions of molecules that is picked out by the Wrst syllable or Wnal consonant of the
word ‘Boston’. With suYcient heroism, one could defend such theses, but they seem
to make no sense at all. Each such usage of the words may well pick out, in some
sense, speciWc motions of molecules and things-in-the-world (the world as it is, or is
conceived to be); but that is a diVerent and entirely irrelevant matter. (Chomsky,
1996: 48.)

One could provide a ‘‘model’’ of English that associates syllables with Bedeu-
tungen, treating words compositionally. So if one agrees that such a model
would not teach us much about linguistic meaning, the question is how much
more we learn from standard models.

Similar remarks apply to pronouns. If ‘it’ has ‘France’ as its antecedent
in (1),

(1) France is hexagonal, and it is a republic

and ‘France’ does not have a Bedeutung, neither does ‘it’. But there are
independent reasons for thinking that antecedence is a grammatical relation;
associating a pronoun with the same entity as another expression is neither
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necessary nor suYcient for antecedence. (Consider ‘My square circle has a
perimeter equal to its diameter’ and ‘He must be Bob, since he is driving
Bob’s car’; see Higginbotham, 1983, 1985.) So with regard to (1), an obvious
thought is that while a pronoun makes the full range of its antecedent’s
features available for predication—modulo restrictions, like gender or num-
ber, imposed by the pronoun—only some of these features will be semantic-
ally ‘‘activated’’ by any given predicate. In (1), ‘republic’ may indirectly (i.e. at
the occurrence of ‘it’) activate features of ‘France’ that cannot be naturally
combined with ‘hexagonal’. Examples like (15) provide further illustrations.

(15) The red book is too heavy, although it was favorably reviewed, and the
blue one is boring, although everyone is reading it

A speaker can utter (15), talking about which book to bring on a trip, and
say something true. But it does not follow that one satisWer of ‘book’ satisWes
‘red’, ‘too heavy’, and ‘favorably reviewed’, while another one satisWes ‘blue’,
‘boring’, and ‘everyone is reading it’; see Chomsky (2000a), Pietroski
(2003a). There are books; some are red, and some are heavy. But this does
not imply that ‘book’, a predicate of natural language, has satisWers at all—
much less that books can satisfy other predicates that show signs of being
typologically disparate. Prima facie, this theoretical claim mischaracterizes
how speakers understand ordinary discourse. To be sure, there are important
diVerences between predicates and their arguments. But this claim is detach-
able from more tendentious claims about how meaning is related to truth.
Likewise, we can say that predicates are apt for use as devices for classifying,
while names are apt for use as devices for referring, without saying that names
denote satisWers of predicates.

3.4 Ontology and Meaning

Given examples like (2) and (3), it seems that desperate measures will be
needed to maintain the ontology required by theories of truth that can serve
as theories of meaning for natural languages.

(2) The government does little for the sake of the average American,
whose children will inherit the massive deWcit that is accumulating.

(3) Hamlet lived with his parents in Denmark.

Other things being equal, one expects a (nontrivial) theory of truth for
English to imply that an utterance of (2) is true only if the world includes:
something that is a massive deWcit, accumulating, and inheritable; something
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that has a sake, is the average American, and has children; and a government
that does little for the sake in question. So one might suspect that no such
theory will be true. And one can suspect this, while conceding that some
paraphrases of (2), like (2a), don’t raise all the same concerns.

(2a) The members of the current administration do little for average
Americans, whose children will inherit a massive deWcit due to
current policies.

A theory of truth/meaning for English must associate (2), which is itself a
perfectly good sentence of English, with a truth-speciWcation. And one does
not provide such a theory simply by saying that, for purposes of assigning a
truth-speciWcation, (2) is somehow associated with a more ontologically
respectable paraphrase. One has to say how a speaker who understands (2)
associates this sentence with the preferred paraphrase (and not others).14

It is often said that an utterance of (3)—sincerely produced by someone
who knows that Hamlet is a Wctional character in Shakespeare’s play—is true
iV in the relevant story, Hamlet lived with his parents in Denmark. Such
biconditionals may well be true, at least as idealizations, and they may explain
something. Certainly, utterances of (3a) can be true.

(3a) In Shakespeare’s famous play, Hamlet lived with his parents in
Denmark.

But prima facie, for any sentence S, the meaning of ‘In the relevant story, S’
depends on the meaning of S. So I don’t think appeals to ‘In the story’
operators will help provide a theory of truth/meaning that accommodates
(3), unless one adopts Lewis’s (1986) view according to which both meanings
and stories are characterized in terms of Lewisian possible worlds: totalities of
things as real as you and me, just not things that exist in this world/spacetime.
On this view, there really are worlds with a Xeshy Hamlet and mortal Polonius,
and there really are worlds at which Hesperus is not Phosphorus, pace Kripke
(1980). But if one rejects Lewis’s conception of reality and reference, while still
holding out for a theory of truth that accommodates (3), trouble awaits. For
‘Hamlet’ is either satisWed by nothing or satisWed by something.

Like many others, I think that Lewis adopts ontologically desperate meas-
ures. While his picture is coherent and interesting, in ways that Meinong’s

14 Cf. Montague’s (1974) treatment of quantiWcational constructions. Higginbotham (1985)
notes the similarlity of ‘The average American has 2.4 children’ to ‘On the average, an
American has 2.4 children’. But it is not clear how to extend this analogy to examples like (2).
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(1904) was not, it is still incredible. That said, Lewis may have been right
about what theories of truth for natural language ultimately require, across
the wide range of cases he discusses. And if we assume that such theories
are needed, no matter how implausible their ontological implications, it
becomes very hard to oVer principled reasons for resisting Lewisian conclu-
sions. One is free to speculate that a correct theory of truth for English will
require hexagonal republics though not Lewisian possible worlds. But then
one has to say why the considerations Lewis presses (simplicity, scope, etc.)
don’t tell in favor of his theory, which really ends up being a theory of a
regimented variant of English—that is, a language for which a theory of truth
can be given, assuming enough ontology.

I suspect that some philosophers want it both ways: a theory of meaning/
truth according to which meanings themselves relate expressions to the things
that speakers use expressions to talk about, so that understanding an expres-
sion is already a way of being ‘‘in contact with’’ the world that makes our
claims true; and a theory of meaning/truth without substantive ontological
commitments, so that understanding an expression does not require a theory
of that which makes our claims true. I won’t try to argue here that this is a
shell game. But I do want to register respect for Lewis’s honesty, which led
him to work out in detail what a theory of truth might actually require.15

If we set aside Lewis’s view, it is very hard to see how a theory of truth/
meaning for English could avoid mischaracterizing the meaning ‘Hamlet’ or
‘Denmark’ or both. This is, I think, one thing established by the vast
literature on ‘‘Wctional names’’—names introduced for purposes of creating
Wction. Such names exhibit the hexagonal republic phenomenon with a
vengeance. We can say, truly, that Hamlet is a Wctional character, and that
Hamlet is a prince who at one point hallucinates and merely seems to see a
dagger, but at another point (unintentionally) kills Polonius with a real
sword; although the status of ghosts and witches in Shakespeare’s plays is
less clear, as illustrated by debates concerning Macbeth’s interactions with the
weird sisters. Theories of natural language must allow for the previous
sentence.

Kripke (n.d.) provides an insightful starting point for a lexical semantics of
Wctional names. And of course, if ‘France’ can be used to refer to diVerent

15 JackendoV (1990) is laudably clear about the diVerence between his psychological con-
ception of meaning and Lewis-style formal semantics. Linguists who claim to be pursuing the
latter, but without regard for metaphysics as philosophers understand it, are often less clear
about what their theories are supposed to be theories of.

Preyer and Peter: Contextualism in Philosophy 10-Preyer-chap10 Page Proof page 278 22.3.2005 9:03am

278 Composit ionality, Meaning, and Context



things, we should expect the same to be true of ‘Hamlet’. Lots of other work
may also Wnd a place in an eventual account how names without a preexisting
bearer can be used to make true assertions. My point is (not to disparage the
literature, but rather) to note that names like ‘Hamlet’ invite treatment in
terms of the hypothesis that the meaning of a name should be speciWed (not
by associating the name with some entity, but rather) in terms of some array
of features that the name makes available for a variety of uses; where using all
the features at once would be ungrammatical and incoherent. Similar remarks
apply to (16), utterances of which can be true.

(16) Teddy bears are in the next aisle, and the unicorns are right here.

But utterances of ‘There are no unicorns’ can also be true.16

Once we consider the possibility that (1)–(16) illustrate related phenomena
that are ubiquitous in natural language, as opposed to thinking about (1)–(16)
as a hodgepodge of marginal cases to be set aside, I think it becomes clear just
how bold Davidson’s conjecture was. Linguistic meanings don’t seem to be
functions from contexts to truth/reference/satisfaction conditions (even set-
ting aside the technical diYculties presented by ‘Yesterday, I said that Hes-
perus is Phosphorus’). In section 4.3, I return to this point. But Wrst, I want to
enter some disclaimers, and brieXy compare a Chomsky-style view with some
alternatives that specialists will know about.

4 Caveats and More Doubts

My claim is not that we should abandon current semantic theories, or that
standard textbooks are complete bunk. It is rather that ‘‘axioms’’ like ‘France’
denotes France are best read, despite appearances to the contrary, as prelim-
inary claims about intrinsic features of linguistic expressions—and that we
should bear this in mind, as we revise our current theories. But the
suggestion is not that each word has a unique array of grammatical features.
And I am not denying that causal-historical facts, of the sort Kripke
(1971, 1980) and others have discussed, bear on what speakers refer to with
names.

16 Generic plurals like ‘Teddy bears’ present their own complications, as Chomsky (1977)
discusses—especially in examples like ‘Unicycles have wheels’, ‘Beavers build dams’, and
‘Poems are written by fools like me’; cf. Carlson and Pelletier (1995).
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4.1 Internalistic Meanings, Externalistic Truths

In many idiolects, ‘Latvia’ and ‘Estonia’ may be type-identical, modulo
pronunciation. Perhaps the same is true for ‘elm’ and ‘beech’, or ‘arthritis’
and ‘rheumatism’; see Putnam (1975), Burge (1979). But in the absence of
evidence to the contrary, children seem to assume that diVerent expressions in
the same language have diVerent meanings. So I assume that except for a few
special cases, marked as such, distinct expressions are understood as seman-
tically distinct. It doesn’t follow, though, that understanding ‘Latvia’ is a
matter of knowing that it denotes Latvia. Understanding the name may be
a matter of tacitly knowing that (i) the name is distinct from other expressions
of the same kind, and (ii) the name has certain features in virtue of which it
can be used a device for referring to a place, perhaps characterized in terms of
intentional properties.

One might say that ‘Latvia’ is relevantly like ‘water’, and that understand-
ing ‘water’ is relevantly like having seen water: one cannot be in such a state
without bearing the right causal-historical relation to some H2O. There is,
however, little if any evidence in favor of this prima-facie implausible thesis.
I am happy to say that understanding is importantly like perception. But one
might have thought that understanding ‘water’ is more like seeing (or
hearing) the expression ‘water’ than seeing water; where expressions are
individuated so that creatures in H2O-less environments could perceive and
use ‘water’. Since it has become common to think otherwise, let me stress:
Putnam and Burge never showed that theories of linguistic meaning must
employ a notion of expression such that my Twin-Earth duplicate and I use
typologically distinct expressions. (Presumably, my twin is like me with
respect to intuitions that linguists care about.) The thought-experiments
suggest that some facts about how humans use language cannot be explained
in internalistic terms; and this bears on certain philosophical projects and
claims. But one needs a premise to get substantive claims about meaning
from these claims about use.

Referring to water is relevantly like seeing water. It can’t be done without
some kind of contact with at least some H2O. And for purposes of Wguring
out what a speaker is trying to say, Davidsonian triangulation is presumably
important, even if alien interpreters exaggerate its importance. I am also
inclined to agree with externalists like Burge (1979, 1989), who hold that the
truth or falsity of an utterance can depend on the norms of a relevant
community—and notions of rational commitment—in ways not captured
by the ways in which the meanings of indexical/demonstrative expressions
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track certain aspects of conversational situations; cf. Fodor (1987), Stanley
(2000). Externalism about truth may well be correct in this nontrivial sense.
But one can deny that meaning and understanding are tightly connected to
truth and reference and rationality, we need not say that understanding ‘water’
is relevantly like having seen water, or that ‘water’ is, by virtue of its linguistic
meaning, an indexical or demonstrative expression like ‘nearby’ or ‘that stuV ’.
Perhaps ‘water’ is, as it appears to be, a mass-noun with no part that somehow
indexes H±2O on earth but not Twin-Earth; and perhaps the thought-experi-
ments just reveal that the relation between meaning and truth is not as simple
as some philosophers thought (or hoped).

If intuitions about Twin-Earth thought-experiments reXect our tacit views
about truth and reference—and what speakers commit themselves to when they
use language in certain ways—then such intuitions do not tell against a
Chomsky-style internalism about linguistic meaning. For the internalist
view on oVer is one according to which linguistic meanings guide and
constrain without determining truth, reference, and other (norm governed)
expression–speaker–world relations. This leaves room for the claim that such
relations are interestingly externalistic. So one can hardly use the thought-
experiments to argue for this claim, and then use them again to argue that
meaning is like truth and reference in this respect.17

We can invent a language in which: a predicate F is associated with a
function from possible worlds to substances like H2O; and some name a is
associated with a function from possible worlds to either (i) all-purpose
entities like the alleged hexagonal republic of France, or (ii) functions from
contexts and n-tuples of Fregean Bedeutungen to purpose-speciWc entities.
This may establish the coherence of corresponding hypotheses about natural

17 One can try to provide independent arguments that the connnection between meaning
and truth is tighter. But the premises must be more plausible than the claim that theorists
should defer to the alien with respect to human understanding. Burge (1979) and others oVer
arguments that rationalizing explanations of human action unavoidably traYc in externalist
notions of intentional content ; cf. Fodor (1987). I happen to Wnd this conception of human
action plausible; see Pietroski (2000). But why think that linguistic meaning is like intentional
content in this respect , especially since the study of the former has delivered better theoretical
results than the study of the latter? For all we know, human intentional content may itself be an
interaction eVect one of whose determinants is (internalistic) linguistic meaning. Of course,
one would like an account of how it all hangs together—thought, communication, meaning,
reference, truth, conWrmation, atoms, constellations, praise, condemnation, and everything
else. And one can deWne ‘Language’ so that a Language would have the properties needed to
make it all hang together in some envisioned way. But it doesn’t follow that there are
Languages, much less that they include natural spoken languages.
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language; see Kaplan (1989). But plausibility is another matter. Stanley (2000,
2002) outlines an intriguing view according to which the truth of sentential
utterances depends on the environment only in ways tracked by (the mean-
ings of ) overt or covert constituents of sentences. I don’t think this general-
ization is warranted. But I won’t try to argue against Stanley’s view here;
though see Blair (forthcoming) for an argument that the requisite covert
constituents are not there, even in cases where positing them seems
most plausible—for example, quantiWer domain restriction (cf. Stanley and
Szabo, 2000).

For present purposes, let me just say that Chomsky oVers a less radical
response to examples which suggest that truth depends on the environment in
ways not tracked by theories of meaning for natural languages. One need not
say that linguistic expressions have, in addition to all their other features,
many covert indices not detectable with current tests. So Stanley’s criticism of
other responses does not yet undercut the force of all the apparent counter-
examples to his very general thesis. That said, Stanley—and those he criti-
cizes, like Bach (1994)—may be importantly right about something. The
mental representations indicated by linguistic expressions may well have
elements (not corresponding to elements of the sentences speakers utter)
that track many ways in which the truth of utterances can depend on the
environment.

There may also be symbol–world regularities not explained by theories of
linguistic meaning. If there is a language of thought with its own ‘‘psychose-
mantics’’, this is presumably relevant to questions about truth. And perhaps,
as Fodor (1987, 1998) argues, a correct theory of meaning for Mentalese
will associate primitive expressions of Mentalese with Fregean Bedeutungen;
perhaps sentences of Mentalese even have (context-sensitive) truth-condi-
tions, not merely truth-indications. For present purposes, I take no stand on
these issues. Though for all we know, the relation between Mentalese and truth
is also less than fully systematic, while Mentalese and a spoken language and
communal norms together impose enough constraints to make truth stable and
interesting (pace deconstructionists). Even if we don’t know how, it seems clear
that at least on occasions of use where we are trying to be careful, we can think
and talk about the world in ways that are objectively right or wrong. But this
hardly shows that any language we ordinarily use to think or talk is a language
that has a truth-theory. And in any case, a theory of denotation for Mentalese
would not obviate the need for theories of meaning for spoken languages, if
only because of the relevant negative facts.
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Fodor (1998) sometimes speaks as if one can account for all the semantic
facts regarding spoken languages by saying that each sentential utterance gets
associated with a token of some mental sentence; see also SchiVer (1992,
1994a, 1994b, 2000). But this doesn’t begin to explain why sentences of
English are not associated with sentences of Mentalese in certain ways. One
wants to know why (7)

(7) The millionaire called the senator from Texas

cannot indicate a Mentalese sentence that is true iV the millionaire from
Texas placed a call to the senator. One wants to why ‘Brutus stabbed Caesar’
cannot indicate a Mentalese sentence that is true iV there was a stabbing of
Brutus by Caesar, and likewise for all the other facts regarding nonambiguity
in natural language. These facts call for substantive assumptions about how
grammatical structures of spoken languages can(not) be related to interpret-
ations; see Higginbotham (1994), Matthews (2003). Since Fodor knows about
negative facts, perhaps when he says that spoken languages do not have a
compositional semantics, he just means that there are no systematic theories
of truth for such languages.

One can deWne ‘semantics’ so that language L has a semantics only if there
is a theory of truth for L. But one cannot stipulate that all the relevant
explananda are explained by syntactic structures for spoken languages, a
denotational semantics for Mentalese, and a mechanism that associates each
sentential utterance u with a token of some mental sentence that expresses the
thought expressed with u. Moreover, even if we identify the interpretations of
certain ‘‘labels’’ in Mentalese with certain things that speakers can refer to by
using certain names of a spoken language, it does not follow that the things
referred to are the interpretations of spoken names.

Kripke (1980) noted that a speaker of English might see no signiWcant
diVerence between (i) the distinction between ‘Feynman’ and ‘Gell-Mann’,
and (ii) the distinction between ‘Cicero’ and ‘Tully’. For a speaker might have
no way of distinguishing Feynman from Gell-Mann, except by recourse to
metalinguistic predicates like was called ‘Feynman’; and such a speaker might
think, mistakenly, that Cicero and Tully were distinct Romans. Kripke made
this observation in the context of arguing against theories according to which
‘Feynman’ and ‘Gell-Mann’ would be synonymous for such a speaker. But it
also suggests that the semantic diVerence between these names has nothing to
do with the diVerence between the physicists, since the semantic diVerence
between ‘Cicero’ and ‘Tully’ cannot be even partly due to a way that Cicero
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diVers from Tully. And Kripke does not say that ‘Cicero’ and ‘Tully’ are
synonymous.18

One can hypothesize that understanding ‘Cicero’ is relevantly like being
causally related to Cicero, that names for the same thing are synonymous,
and that the relation between meaning and truth is relatively simple—
arguments to the contrary notwithstanding. Given such a view, many con-
trasts that might have been explained as semantic contrasts will have to be
explained in some other way; see Braun and Saul (2002) for a proposal that
engages with the diYculties, instead of just labelling them as ‘pragmatics’. But
one wants to know if there is any evidence that motivates this conception of
synonymy, given a Chomsky-style alternative, which leaves room for various
projects concerned with the use of meaningful expressions (and notions of
rational commitment); cf. Soames (1987, 1995). Perhaps alien interpreters
would end up identifying the meanings of names with things named. But if
anything, this should make us more skeptical of ‘‘direct reference’’ concep-
tions of linguistic meaning—even if we follow Frege in thinking that for
certain norm-governed enterprises like scientiWc inquiry, we should use each
expression as though its meaning is its Bedeutung.

Let me conclude this subsection with a brief remark about rigid designa-
tion. One need not say that ‘Aristotle’denotes a certain long dead philosopher
in order to accommodate Kripke’s insights. As a matter of causal-historical
fact, speakers use this ‘‘famous-person name’’ to talk about a certain long dead
philosopher. Speakers also tacitly know that names have both causal-histor-
ical associations and descriptive associations; that these aspects of use can
conXict, with regard to ‘‘who we are talking about’’ when we use the name;
and that in such cases, the causal-historical associations trump the descriptive
associations. But the plausible hypothesis that names are devices for referring
‘‘rigidly’’ (and not by description) does not require the implausible hypothesis
that names denote things. On the contrary, one might ask which thing
‘France’ rigidly denotes. For we can coherently describe a possible situation
in which the terrain of France is not inhabited by people who have a
republican form of government, and a possible situation in which the
republic of France has diVerent borders.

This perfectly familiar point again suggests that there is no all-purpose
Bedeutung for ‘France’. Any such thing would be denoted rigidly by ‘France’;

18 On a Chomsky-style view, names may be more like predicates than ‘‘logical constants’’
of the predicate calculus. But this is independently plausible; see Burge (1973), Longobardi
(1994).
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and so, given the truth of various counterfactual claims, it would need to have
both its geometric and political properties inessentially. But what is this
alleged thing, which conveniently has all the properties something needs to
have to be a truth-maker for all claims of the form ‘France is, or at least might
have been, F’? Was the republic of France formerly a hexagonal monarchy?
Could the republic have been a communist state, or a loose confederation of
anarchist associations? If not, perhaps we should detach the idea that speakers
use names to perform acts of rigid reference from the idea that names have
referents rigidly.

4.2 Extensionality

I do not, however, want to argue about words like ‘meaning’, ‘understanding’,
and ‘semantics’. If someone insists that such words describe relations between
expressions and potential objects of reference, my claim can be conditiona-
lized: if such insistence is correct, there may be no theories of meaning for
natural languages, since ‘understanding’ has been deWned as a label for (what
turns out to be) a massive interaction eVect; and we do not need theories of the
interaction eVect to account for the facts, positive and negative, concering how
humans associated signals of a spoken language with interpretations. But
whatever the terminology, we can try to provide theories of (speakers’ tacit
knowledge concerning) intrinsic properties of linguistic expressions, supple-
mented with claims (which may not rise to the level of theories) about the use
of meaningful expressions. Likewise, I don’t insist that semanticists eschew the
term ‘denotes’. Theorists can and do create special contexts in which a name can
be used to talk about its semantic properties. The one that has become
standard—writing axioms like ‘France’ denotes France—makes it easy to ignore
lexical Xexibility. Such idealization is appropriate for certain purposes. And it is
harmless, so long as we don’t think that invoking the term ‘denotes’ magically
dispels lexical Xexibility, or shows how to accommodate it in a theory of truth.

Correspondingly, I am not objecting to the idea that theories of meaning
can be formulated in a metalanguage governed by an extensional logic. One
way to see this point is by thinking about other ways of using names to talk
about their semantic properties. We could invent a technical term ‘meanotes’
and write axioms like ‘France’ meanotes France, taking this to be shorthand for
a cluster of claims like the following.

‘France’ is an expression (of a certain type) that makes certain linguistic
features available for use. Speakers can use these features to perform
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referential acts of various kinds (and thereby refer to things of diVerent
kinds). Given the contingent history of how ‘France’ has been used,
speakers of English can use it to refer to the various things that can
count as France in various contexts, as opposed to other things (like
those that can count as Germany). But these contingencies may be extra-
neous to theories of meaning/understanding, which may turn out to be
theories of (speakers’ tacit knowledge regarding) certain essential and
internalistic properties of expressions. Although the contingences are
relevant to questions of truth or falsity.

But then for purposes of writing down a real theory—with theorems con-
cerning the semantic properties of complex expressions and axioms concern-
ing the semantic properties of words—we would need a logic for claims of the
form expression S meanotes a; where the logic can be combined with plausible
hypotheses about how meaning/understanding is related to meanoting. And
providing such a logic will be hard, given the stipulations governing what
meanotes a means in the metalanguage.19

In general, it is bad methodology to adopt a theoretical vocabulary that
forces one to come up with a complete correct theory before oVering any
theory from which theorems can be derived. Better to let oneself write down
and later revise partial theories that are false, as part of a process that might
eventually lead to reasonably good idealizations that partly explain a certain
range of phenomena. So we want an alternative to ‘meanotes’ that does not
require a special logic. We want to oVer comprehensible theories, and see
where the diYculties lie, without having to worry about what follows from
what. In this spirit, Davidson (1967a, 1984) proposed that, instead of trying to
provide theories with axioms like ‘France’ means France and theorems like

19 Should the logic licence the inference from ‘Hesperus’ meanotes Hesperus and Hesperus ¼
Phosphorus to ‘Hesperus’ meanotes Phosphorus? If so, are we saying that ‘Hesperus’ and ‘Phos-
phorus’ are synonymous if Hesperus is Phosphorus? Suppose one speaker uses ‘France’ to refer
to certain terrain (knowing full well that France is also a republic), while another speaker
introduces ‘Gaul’ as a device for referring to the same terrain but stipulating that Gaul is the
wrong sort of thing to be a republic. Is ‘France’ meanotes Gaul true, false, or neither? Such
questions need to be settled in order to know what a theory with axioms like ‘France’ meanotes
France implies. Putting the point in a way friendly to Quine (1951): one can try to accommo-
date the facts in various ways; but opting for a theory governed by a nonstandard logic will not
be one’s Wrst choice. That said, I think there are good reasons for adopting a second-order
metalanguage, which is not to say that the second-order variables range over sets of things that
Wrst-order variables range over; see Boolos (1998), Schein (1993, 2002), Higginbotham (1998),
Pietroski (2004).
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‘France is a republic’ means that France is a republic, we should try to do two
things: provide theories with axioms like ‘France’ is true of France and
theorems like ‘France is a republic’ is true iV France is a republic; and show
how such theories can do the theoretical work that theories of meaning need
to do.

This turned out to be a terriWc methodological proposal. I fully endorse the
strategy of supposing that the core semantic notions are extensional, and
treating apparent counterexamples (propositional attitude reports, verbs like
‘hunt’ and ‘worship’, etc.) as special cases to be dealt with as such; see Larson
et al. (forthcoming), cf. Montague (1974). But Davidson’s replacement of
‘means that’ with ‘is true iV’ also reXected his implausible views about the
nature and source of semantic phenomena; see 2.2 above. One can abandon
these views and retain the practice of writing axioms like ‘France’ denotes
France. For engaging in the practice does not commit one to the hypothesis
that a correct theory of meaning for English will associate ‘France’ with an
entity that satisWes any predicate F, such that utterances of a sentence formed
by combining ‘France’ with F are true. Instead, one can view the use of
axioms like ‘France’ denotes France as indications that certain idealizations like
the following are operative:

For purposes of explaining the limited range of facts this theory purports
to explain, we’re ignoring a lot of what makes ‘France’ the expression it is—
an expression that can (given contingent facts) be used to refer to the
various things that can count as France. Likewise, many typological
diVerences between predicates (including those that distinguish ‘hex-
agonal’ from ‘republic’) will be ignored. Indeed, all that really matters
for these purposes is that ‘France’ is (i) a potential grammatical argument
of a predicate, (ii) a word that can be used to refer to something, and (iii)
semantically distinct from other words of this type, unless some other
axiom says otherwise.

This leaves room for the claim that ‘France’ has a hexagonal republic as its
Bedeutung. But we should be clear that this is the analog of what we would
need to say, in terms of rules governing the derivation of theorems, given
axioms like ‘France’ meanotes France. In my view, blaming the language-
independent world for the apparent gap between meaning and truth is no
more plausible than blaming logic. And if axioms like ‘France’ denotes France
reXect idealizations that abstract away from all the reasons for thinking that
there are no theories of truth for natural languages, then the use of such
axioms does not even suggest that there are such theories. So one can endorse
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much of the work done by theorists who use such axioms, typically as part of
a scheme for encoding other more interesting claims about natural language,
while remembering that the operative idealizations make it hard to use the
virtues of current theories as arguments for the claim that theories of meaning
are theories of truth. If subsequent theorizing leads to less idealized theories
that are plausibly theories of truth, that will be another matter. But like
Chomsky, I think the trend is in the other direction.

4.3 Lexical Flexibility and Standard-Shifting

Consider one last example of linguistic Xexibility discussed by Austin (1962)
and many others (see Travis, 1985, 1996). Some utterances of (1a) can be true,
while others are false.

(1a) France is hexagonal

But a theory of truth for English will presumably have some theorem like the
following, ignoring tense for simplicity: an utterance of (1a) is true iV the
thing denoted by ‘France’ is F; where F is a predicate of the metalanguage.
So even setting aside worries about the alleged denontatum of ‘France’, there
is a problem. The predicate F will be satisWed by whatever things it is satisWed
by; and one will mischaracterize the meaning of ‘hexagonal’ by saying that it
is a predicate satisWed by all and only those things—call them the Xs. The Xs
may be the things that satisfy ‘hexagonal’ given some standards for what
counts as hexagonal. But whatever the Xs are, competent speakers will
know that ‘hexagonal’ can be used as a predicate not satisWed by all and
only the Xs.

There are many potential replies to this kind of argument, and I cannot
adequately address them here. But again, my point is more to raise the
question of whether such replies are motivated, and less to argue that they are
wrong. One might use ‘hexagonal’ itself in a theory of meaning—and not
just as a temporary device to be replaced (eventually) with something else—
even though ‘hexagonal’ is a poor candidate for a theoretical term, especially
if France can satisfy it. But then metalanguage predicates like satisWes ‘hex-
agonal’ will have Xexible meanings. So even if we allow for the use of
such predicates in theories, despite Frege–Tarski admonitions against doing
so, it seems that a ‘‘theoretical’’ sentence formed by combining satisWes
‘hexagonal’ with a suitable label for an entity is not a sentence that itself
expresses a clear hypothesis. (This suggests that ‘satisWes’ is being used quasi-
commonsensically, and so misleadingly.) Perhaps as used in a suitable
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theoretical context, France satisWes ‘hexagonal’ is a truth-evaluable claim that
can be empirically assessed as a clear hypothesis about natural language. But
once a context is Wxed, satisWes ‘hexagonal’ will be satisWed by whatever
things it is satisWed by relative to that context; and prima facie, one will
mischaracterize the meaning of ‘hexagonal’ by saying that it is satisWed by all
and only those things.

Cappellen and Lepore (2003a, 2003b, forthcoming)—henceforth, C&L—
claim that this diYculty can be avoided. On their view, theorems of the form
S is true iV p do indeed have meanings as Xexible as the meanings of the object
language expressions in question; and likewise for the corresponding axioms.
C&L maintain that such axioms nonetheless comprise an honest theory,
which need not and should not be relativized to a context so that certain
things are all and only the satisWers of satisWes ‘hexagonal’. I sympathize with
the sprirt of this proposal, which is to relieve semantic theories of the burdens
imposed by the idea that theories of meaning should reXect all the ways that
truth can depend on the environment. As C&L argue, one can and evidently
should theorize about meaning/understanding in abstraction from many
factors relevant to truth. They say, and I agree, that one should abstract
away from aspects of context-sensitivity not indexed by expressions of the
language in question. But once one accepts this point, I don’t see any
theoretical motivation for retaining the idea that theories of meaning are
theories of truth.

My suspicion, which I won’t try to argue for here, is that appeal to Xexible
truth-theoretic axioms amounts to vascillation between two perspectives: a
Chomsky-style view, combined with a preference for encoding semantic
theories in terms of constraints on truth imposed by expressions, as opposed
to features of expressions that impose constraints on truth; and a much less
plausible ‘‘deXationary’’ view, combined with the idea that a ‘‘philosophical’’
theory of meaning need not account for explananda that go unexplained
by adopting axioms like x satisWes ‘easy’ iV x is easy. For present purposes, let
me just note that appeal to theories whose axioms have Xexible meanings is
itself a nonstandard response to Wittgenstein–Austin–Chomsky examples.
And if C&L oVer the best alternative to a Chomsky-style view, then the
initial motivations for adopting the latter are relatively clear, at least if one
assumes that we do not know a priori what theories of meaning should
(not) explain.

One can, of course, hypothesize that all context-sensitivity is relevantly like
indexicality. Perhaps ‘hexagonal’ indexes standards, much as ‘I’ indexes
speakers. But one wants to see the evidence, independent of the dogma that
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theories of meaning are theories of truth. Prima facie, the Xexibility of
‘hexagonal’ is importantly diVerent than the indexicality of ‘I’.20 With regard
to the former, context matters because, for some things, there is no clear-cut
answer as to whether or not they are hexagonal. But with regard to ‘I’, it is not
just that there is no clear-cut answer to the question of whether or not some
individual satisWes ‘I’ independent of how (i.e. by whom) the pronoun is
being used. The question isn’t even coherent until the speaker is identiWed, at
which point there is no question left. By contrast, as many authors have
noted, standard-shifting seems more like—and may well be intimately related
to—vagueness; see GraV (2000) for discussion. Though for just this reason,
assimilating phenomena of standard-shifting to indexicality seems to mis-
characterize both.

This is not to deny that the interesting questions about vagueness remain.
One still wants to know what is wrong with the reasoning in Sorites para-
doxes. But we should not assume that understanding is so tightly connected
to truth that the following conditional holds: if the dependence of truth on
the environment is vague and situation-sensitive, then expressions of natural
language track even this dependence in the way that indexicals track other
kinds of dependence. This assumption does not help resolve the paradoxes;
and it may make them worse.

Correspondingly, even given a conversational situation, it can be vague as
to whether or not a given entity is hexagonal. One can say that there there are
many contexts for each conversational situation, perhaps with no fact of the
matter as to which is the context relevant to the truth of an utterance in the
conversational situation. I think this gets the (one-to-many) relation between
contexts and conversational situations backwards, thereby making it mysteri-
ous how contexts could be related to linguistic understanding. But in any
case, with regard to borderline cases of hexagonalness, there is no independ-
ent reason for thinking there was a clearer standard ‘‘there’’ that the speaker
somehow failed to indicate; prima facie, there is nothing that would settle the
question.

20 Given any particular context, ‘hexagaonal’ would have to index (not an entity of the
usual sort, but rather) something that associates ‘hexagonal’ with some things; and one might
wonder how this works, even setting aside concerns about whether it requires the paradoxical
assumption that every predicate has an extension. And if the claim ends up being that contexts
are (not just Kaplan-style n-tuples of potential satisifers for indexed expressions, but also)
entire possible worlds, the resulting ‘‘theory’’ is trivial: the meanings of sentences determine
truth-conditions relative to contexts, because truth is determined by meaning and everything
else relevant to truth; see Pietroski (2003a) for related discussion. But put these concerns aside.
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Again, it’s important not to be misled by the fact that we can invent formal
languages governed by a supervaluationist logic. Such languages may illu-
minate certain aspects of vagueness. But it hardly follows that natural lan-
guages are languages of this sort, or that the phenomenon of natural language
vagueness is the phenomenon of ‘‘supervaluationism’’; see Williamson (1994)
for trenchant criticism. So if one rejects Williamson’s own conclusion—
according to which ‘hexagonal’ and ‘bald’ have precise extensions, unbe-
knownst to competent speakers—one might conclude that Williamson
(like Lewis) oVers a nice reductio of the idea that predicates of natural
language have meanings that can be correctly characterized with Tarski-
style theories of truth. But this leaves room for possibility that Williamson
is right about how we ought to use language for purposes of theorizing. It may
well be that we have a ‘‘regulative ideal’’ according to which truth is tightly
connected to the meanings of expressions in a BegriVsschrift. And it may well
be that some surprising claims about natural language would be descriptively
correct if natural language meaning/understanding was related to truth
this way.

One can still maintain that the meaning of ‘hexagonal’ somehow deter-
mines a function from contexts to satisfaction conditions. But I don’t think
this is any better motivated than the idea that speakers understand vague
monadic predicates like ‘red’ and ‘bald’ by associating such predicates with
functions from numbers to functions from entities to truth-values; where the
numbers correspond to ‘‘precisiWcations’’ of the predicate (cf. Lewis, 1972).
Supervaluationist models of understanding may be useful for certain pur-
poses. But as Sainsbury (1990) and others have noted, we shouldn’t conclude
that a word like ‘bald’ or ‘red’ is a predicate semantically associated with a
function from precisiWcations to functions. For such a predicate is no more
vague than any other predicate associated with a function. And prima facie,
natural language predicates have Xexible meanings that make it impossible to
characterize their meanings in terms of functions, without ignoring
their vagueness (and thus mischaracterizing their meanings). One can often
idealize away from vagueness, but not when it comes to accounting for
vagueness.21

21 See also McGee and McLaughlin (1994), Fodor and Lepore (1996), Pietroski (2003a).
The general point is clear from BenacerraV (1965): if a theoretical picture forces us to say that
Xs (numbers, meanings, or whatever) are things of a certain sort, Ys, but identifying any
particular X with any particular Y seems to mischaracterize Xs—say, by overdescribing them,
with consequent indeterminacy as to which Y a given X is—perhaps we should look for
another theoretical picture.
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That said, the caveats of this section apply. I am not saying that causal-
historical facts are irrelevant with regard to what a given predicate is intui-
tively true of. Nor am I saying ‘‘axioms’’ like x satisWes ‘hexagonal’ iV x is
hexagonal are bunk. This is one way of encoding a perfectly Wne idea:
‘hexagonal’ is a monadic predicate; and given some things to talk about,
such a predicate is apt for use (on a given occasion) as a device for sorting the
things in a certain way, just as ‘France’ is apt for use as a device for referring
(on a given occasion) to one of the things. But given some things, there are
many overlapping ways of sorting them such that for each of those ways, a
speaker of English can use the word ‘hexagonal’ to sort the things in that way.
The question is whether we theorists should describe this fact about language
use by characterizing the meaning of ‘hexagonal’ in terms of a mapping from
things to ways of sorting them—and not in terms of intrinsic features of the
word that make it possible to use ‘hexagonal’ as a device for sorting things in
certain ways across various conversational situations. The theoretical task, as
always in this domain, is to Wgure out how meaning is related to use. It is not
enough to just say that each aspect of use reXects meaning; but encoding each
aspect of use in claims about meaning is just a special case of ensuring
descriptive adequacy at the cost of explaining nothing.

5 Concluding Remarks

Many examples tell against the idea that theories of meaning/understanding
will be theories of truth. Perhaps these are all special cases requiring special
treatment; one theorist’s reductio is another’s research program. But at some
point, one has to wonder what truth-conditional semantics explains, over and
above what can be explained without supposing that theories of meaning are
theories of truth.22 Are there any nonspecial cases, apart from rareWed sen-
tences like ‘Two plus three equals Wve’? Natural language may not Wt the
model of a language in which names are semantically associated with entities
that are satisWers of predicates. This was a fruitful model that allowed theorists
to start accounting for a certain range of elementary facts. And it simpliWes
discussion, in harmless ways, when the Xexibility of lexical items is not at

22 Higginbotham (1989a, 1989b) oVers suggestions about what knowledge of reference
might explain. But given apparent counterexamples to theories of truth, one needs to argue
that such knowledge (in so far as speakers have it) is knowledge of meaning, as opposed to an
interaction of linguistic understanding and other aspects of human cognition; see Pietroski
(2003a).
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issue. But the explanatory value of the model may be limited, in ways that
now require attention, if we want better models that start to account for ways
in which lexicalization and composition interact—and other ways in which
natural languages are importantly unlike a BegriVsschrift.

We may have reached the stage at which the simplications frustrate
theorizing more than they promote it. One can say this while agreeing that,
at an earlier stage of theorizing, it was more important to stress that the
Frege–Tarski toolkit was applicable in (theoretically illuminating ways) to the
study of natural language—and that natural languages are importantly like a
Fregean BegriVsschrift. It may be convenient to express this last point, in reply
to those who still deny it, by saying that there are theories of truth for natural
language. But one shouldn’t confuse a slogan for a plausible hypothesis.
Likewise, since it is part of a theorist’s job to invent hypotheses that intially
seem like wild overgeneralizations, it may be convenient to remind theorists
of certain facts (that really do tell against certain generalizations) by saying
‘meaning is use’. But in fact, meaning constrains both use and truth, in subtle
and interesting ways. An account that does justice to natural language will
have to accommodate facts which suggest both that (i) use and truth are very
complicated, perhaps in many intractable ways, and (ii) meaning is system-
atic and in many ways theoretically tractable, even for creatures with our
limited cognitive powers.

I began this paper with a quote from Chomsky. Let me end with one from
Kripke.

I Wnd myself torn between two conXicting feelings—a ‘Chomskyan’ feeling that deep
regularities in natural language must be discoverable by an appropriate combination
of formal, empirical, and intuitive techniques, and a contrary (late) ‘Wittgensteinian’
feeling that many of the ‘deep structures’, ‘logical forms’, ‘underlying semantics’ and
‘ontological commitments’, etc., which philosophers have claimed to discover by
such techniques are Luftgebaüde. (1976: 412 n. 56).

Both sensibilities can also be found in Chomsky, who oVers an attractive
suggestion about how to resolve the apparent tension: meaning is less tightly
connected to truth (and ontology and alien interpretability) than a lot of
work suggests; expressions have semantic properties; but these are intrinsic
properties of expressions that constrain without determining the truth-
conditions of utterances. One can say that semantics is a species of syntax
on this view. But that is not an objection. Given how form constrains
meaning in natural languages, perhaps we should indeed replace the idea
that semantic properties are not syntactic properties with a suitably expansive
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view of syntax. In any case, we should take Chomsky’s view seriously—
instead of insisting on a conception of meaning according to which his
insights can bear essentially on syntax, but only tangentially on larger ques-
tions about understanding. That is, we should make conceptual room for the
possibility that natural language is unlike a BegriVsschrift, in that the relation
between meaning and truth is looser, while the relation between meaning and
form is tighter.

We should evaluate claims about linguistic meaning, truth, and context-
sensitivity in light of our best theories of natural language, instead of insisting
that these theories conform to externalist dogma. Truth may well depend on
communicative situations in ways that should not be indexed by theories of
meaning/understanding for natural languages. In which case, we must revise
many current claims about how meaning, truth, and context are inter-
related.23
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